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Abstract. The need to access file sharing easily on an organization's computer network was 
increased. Users didn't have to worry about the number of file server addresses that can be 
accessed and are made with only one access address to use file sharing. The availability of data on 
the network to file storage availability in an organization was also essential. Data would be 
permanently lost, following a reason including hardware failure, or even accidentally deleted. It 
was important to ensure that there was a copy of the data. Achieving good data availability 
requires a system strategy built in the organization's data center. This research used Distributed 
File System Replication (DFSR) based on active directory domain services with Windows Server. 
The research method used NDLC (Network Diagram Life Cycle) method. This research was 
conducted through analysis with the Hyper-V virtual simulation machine. The results of the 
research with this simulation are that the Distributed File System (DFS) makes it easy for users to 
access file shares on several file server nodes using only one URL address. DFSR makes it easy 
for users to clone files automatically on multiple nodes file servers at other locations. DFSR, with 
its Share and Publish features, provide good data availability. If one of the file server nodes 
experiences an interruption, the file server nodes at another location would be taken over to 
provide the data. This system makes it easy for administrators to manage file servers. 

Keywords: Hyper-V, distributed file system replicated, distributed file, file sharing, high 
availability. 

1   Introduction 

Users need easy file share access; if possible, users don't mess around with the number of file server 
addresses that can be accessed and are made with only one access address to be able to use file sharing. The 
availability of data on the network to the availability of file storage in an organization is also very important for 
users. Data can be lost permanently if the computer is lost, following a hardware failure, or even if it is 
accidentally deleted. For that reason, it is important to ensure that there is a copy of the data [1]. There are 
several strategies for achieving this, depending on the type and amount of data. Whenever possible, data should 
not be stored on personal computers. Several centralized options are available, including a client-server 
document management system.  

Data availability is the availability of data on a file server that all users can access and can be obtained at 
any time when needed. Data availability is intended as a data readiness where the data responds directly when 
the user requires the data. Data availability is a condition in which the user can access a given resource. 
Availability of data is often closely related to performance. If the data files on one server are offline, 
performance is non-existent because no data can be accessed [2]. 

Achieving a good level of data availability requires a system strategy built in the organization's data center. 
One of the technologies that can be implemented is Distributed File System Replication (DFSR) based on active 
directory domain services. This system makes namespaces of DFS (Distributed File System) service, i.e., a role 
service in Windows Server that allows us to group shared folders located on different Servers into one or more 
logically structured namespaces. Besides, makes it possible to give users a virtual view of shared folders, where 
one path leads to files located on multiple Servers. DFS replication plays an important role in data availability. 
DFS replication is a role service in Windows Server that allows us to efficiently replicate folders (including 
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those referred to by DFS service namespace paths) across multiple Servers and sites. DFS Replication is an 
efficient multi-master replication engine that we can use to keep folders in sync between Servers across network 
connections with limited bandwidth [3]. 

We tried to use the Hyper-V virtual machine as a simulation tool to assist this research method. Hyper-V is 
Microsoft's hardware virtualization product, which can run versions of computer software known as virtual 
machines. Each virtual machine (VM) acts like a complete computer, running an operating system and programs 
[4]. In addition, this study tried to analyze the simulation of a distributed data replication system (DFSR) based 
on an active directory on a Windows Server to provide solutions to user needs for high availability data on file 
sharing access. 

2   Method 

The research method used is qualitative research with the NDLC (Network Diagram Life Cycle) method 
(Figure 1) to find factual information and identify existing problems. Qualitative research is research that is 
descriptive and tends to use analysis. The theoretical foundation is used to guide the research focus following 
the facts. The result is that qualitative research is carried out with a research design in which the findings are not 
obtained through statistical procedures or calculations [5]. Meanwhile, several studies used the NDLC method 
to design the physical security system for data centers [6], logical unit number (LUN) simulation on the virtual 
storage [7], quality of service (QoS) of WLAN network design [8], fiber optic networking infrastructure design 
[9], computer network simulation [10], [11], and network security infrastructure cabling design [12]. 

 

 
Figure 1. Flowchart of NDLC (Network Diagram Life Cycle) method. Source: Warman & Andrian [13]. 

 
2.1   Analysis 
 

Before submitting a production system, we would examine the system built through a simulation by 
creating a virtual server. In this case, we would describe the hardware requirements for the DFSR simulation as 
shown in Table 1. 

Table 1. Hardware requirements in this study. 

Specification Detail 
CPU 8 x Intel Xeon Silver 4114 
RAM 32 GB 
SSD 250 GB  
PSU 750 Watt 80 Plus Platinum 
Internet 1 GB/s 

The PC requirements would be installed Hyper-V Manager Software Hypervisor type 2 (two), namely one 
of the virtual machine (VM) software which could be installed for system requirements such as virtual servers 
and virtual networks. In this case, we would simulate a DFSR (distribution file system replication) replication 
system using a domain base on Windows Server. Making the simulation requires several virtual servers 
described in Table 2. 
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Table 2. Virtual server simulation requirements in this study. 

Server Requirement Operating System Virtual Machine Specification 
VMs Primary Domain Controllers Windows Server 2022 4 GB RAM, 30 GB HDD, 1 GB/s Internet 
VMs File Server 1 (FS01) Windows Server 2022 4 GB RAM, 30 GB HDD, 1 GB/s Internet 
VMs File Server 2 (FS02) Windows Server 2022 4 GB RAM, 30 GB HDD, 1 GB/s Internet 
VMs PC Client (CL01) Windows 10 Professional  2 GB RAM, 30 GB HDD, 1 GB/s Internet 
VMs PC Monitoring Debian Linux 2 GB RAM, 30 GB HDD, 1 GB/s Internet 

2.2   Design 
 

a. Type-2 Hypervisor Simulation Design 
Referring to the analysis of the needs of the virtual server that would be built for the simulation design 

using the Hyper-V Manager virtualization software can be seen in Figure 2. 

 
Figure 2. The architecture of a type-2 hypervisor simulation. 

b. Distribution File System (DFS) Design 
File sharing with a distributed file system (DFS) can be replicated across multiple file servers in different 

locations to optimize server load and increase the speed of access to shared files. In this case, the user can access 
the file share on the server closest to them. DFS is intended to simplify access to shared files, as shown in Figure 
3. 

 
Figure 3. DFS namespace settings. 

DFS namespaces is a virtual folder that contains links to shared folders stored on different file servers. 
DFS namespaces can be standalone or domain based. Standalone DFS namespaces are located on only one 
server and are not fault tolerant. If the Server root is unavailable, the entire DFS namespace is unavailable. We 
can use this option if we don't have an active directory domain configured (when using Workgroup). From the 
analysis of the running system, the existing system has built a domain controller server. So, in this case, 
simulation research would be use domain-based. Domain-based DFS namespaces store configurations in an 
active directory. The path to access the root namespace starts with the domain name. We can store domain-
based DFS namespaces on multiple servers to increase namespace availability. This approach allows us to 
provide fault tolerance and load balancing across servers, as shown in Figure 4. 
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Figure 4. DFS namespace for the domain-based settings. 

The following criteria should be set in domain-based DFS namespace requirements addressed: 
1) The server namespace is the physical server (or VM) holding the DFS namespace. A namespace server can 

be a regular Server with the DFS role installed or a domain controller. 
2) Folders is a link in the DFS namespace that points to the target folder containing the content for user 

access. 
3) A target folder is a link to a shared file resource located on a specific file server and available through a 

UNC (Universal Naming Convention) path. 
 

Meanwhile, The DFS tree structure includes the following components addressed as follow: 
1) DFS Root is the DFS Server on which the DFS service runs. 
2) DFS Link is a link pointing to the network share used in DFS. 
3) DFS Targets is the real network portion to which the DFS link belongs. 

 
c. Distribution File System (DFS) Replication Design 

DFS replication is a feature used to duplicate existing data by replicating copies of the data to several 
locations. Physical file shares can be synchronized in two or more locations. An important feature of replication 
DFS is that file replication is by design only after the file is closed. For this reason, DFS replication is unsuitable 
for replicating databases because the database has files that are opened during the operation of the database 
management system. DFS replication supports multi-master replication technology, and any replication group 
member can modify data that is then replicated. Replication group DFS is a Server group that participates in 
replicating one or more replication folders. Replicated folders are synchronized between all members of the 
replication group. The following is a group replication diagram, which can be seen in Figure 5. 

 

 
Figure 5. DFS replication group design. 

DFS Replication uses a special Remote Differential Compression algorithm that allows DFS to detect 
changes and copy only changed blocks of files. This approach saves time and reduces replication traffic through 
the network. It was done asynchronously. There may be a delay between writing changes to the source location 
and replicating those changes to the target location. There are two main DFS replication topologies, such as: 

1) Hub and Spoke, i.e., this topology requires at least three replication members: one to act as a hub and the 
other two to act as spokes. This technique is useful if we have a central data source (hubs) and must 
replicate this data to multiple locations (radios). 

2) Full Mesh, i.e., each replication group member replicates data to every group member. Use this technique 
if at least 10 or fewer members are in the replication group. In this case, the author would use Full Mesh 
topology, selected based on the needs in the field. 
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2.3   Simulation Implementation  
 

In this study, we build and analyze the simulation engine and need to rebuild the Active Directory Domain 
Controller System (ADDCS) and build the required environment, such as VM Domain Controller, VM File 
Server, and VM PC Client. Besides, the simulation process can analyze the DFS Replication system without 
disturbing the running system and the extent to which this system can be an option as one of the systems that 
can anticipate data availability. First, set up the PC Workstation to prepare the simulation procedures. Then, 
after the hardware meets the requirements, should be installed Windows 10 Professional as a host for the type-2 
hypervisor. After that, by default on Windows 10 Professional, the virtualization feature is inactive so that the 
author will install or activate the Hyper-V manager feature for the next stage. Then, create a virtual server 
environment that would be created on the Hyper-V Manager installed in the previous stage. The VM names are 
"DC01" as a domain controller server, "FS01" as the first file share server, "FS02" as the second file share 
server, and "Client01" as a PC that is used to access the file or document sharing. 
 
2.4   Monitoring 
 

To analyze log results from file replication and log test results from high availability file sharing, we create 
a simple monitoring system script by adding a virtual machine installed with the Linux Debian operating 
system. It is used to execute the Python programming script and the IO socket library to monitor and analyze 
replication success and data availability in real time. 

 
2.5   Management 
 

Windows Server active directory logically manages access rights to the DFS replication process. In more 
detail, the following is the management carried out by Windows Server to run the user creation process and 
access files: 
1) Management delegation of access rights, we build a dynamic directory simulation designed to use a 

domain tree because it uses one domain. The management is divided into several parts, from creating an 
Organizational Unit (OU), Group Users (GUs), and creating Users. Within the Organizations Unit (OU), a 
group contains users who would be allowed to access the folders prepared for file sharing. The access 
permits are described in Table 3. Based on Table 3 shows all permissions or access rights for users in that 
their permissions are divided into three, such as read/read (RW), write/write (WW) and read (R), 
write/read (WR), write (W) from the provisions above only administrators have full rights to read and 
write. 

Table 3. Access rights for users used in this study. 

User/Group test01 test02 
Dfsadmin RW RW 
User1 RW Deny 

 
2) Management scheduling file replication, we can manage file replication in the DFS Management Tools, in 

this study used a 24-hour scheduling replication with a normal day range from Monday to Sunday. 

3   Result and Discussion  

3.1   System Requirements  
 

In this implementation, we tried to build a file server infrastructure that can handle data stored centrally, 
allows storage resources to be shared, and provides continuous, fast, and easy access to data. This 
implementation requires an Active Directory Server (ADS) as a Domain Controller (DC), a server namespace, 
and a role-distributed file system replicated for high availability of data file sharing for clients or users. The 
specifications for the physical server requirements for implementing this simulation can be seen in Table 4. 

Furthermore, the specifications for implementing server virtual machine requirements are described in 
Table 5. The software and services required for implementation are described in Table 6. 
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Table 4. Physical server specifications. 

Hardware Specification Total Amount 
Server (Host Hypervisor) Workstations, CPUs Intel Xeon®, RAM 32 GB, SSD 250 GB, 

PSUs 750 Watts 80Plus Platinum, LAN 1 GB/sec. 
1 

Table 5. Virtual machine (VM) specifications. 

No. Hardware RAM 
(GB) 

HDD 
(GB) 

CPU 
Cores 

1 DC01 4 30 1 
2 FS01 (File Server 1) 4 50 1 
3 FS02 (File Server 2) 4 50 1 
4 CL01 (PC Client) 4 30 1 
5 MON (PC Monitoring) 4 30 1 

Table 6. Virtual machine (VM) specifications. 

No. Software Information 
1 Hyper-V Manager Virtualization server 
2 Microsoft Windows Server 2022 Operating system 
3 Microsoft Windows 10 Professional Client operating system 
4 Linux Debian Monitoring test operating system 
5 DFS Namespaces Namespace server 
6 DFS Replicated File replication software 
7 GoDaddy DNS Domain Name Service Software 
8 AD DS Active Directory Domain Service 

 
3.2   System Architecture  
 

System Architecture, an overview of the network topology simulation on implementing the replicated 
distributed file system (DFSR), can be seen in Figure 6. In Figure 6, to run the system, at least three server VMs 
are needed, and two test support VM as follows: 
1) DC01, a server domain controller, is installed with Windows Server 2022, AD DS, and GoDaddy DNS 

installation packages. 
2) FS01 as server node 1 or File Sharing Primary is installed with Windows Server 2022 with the DFS, 

DFSR, and Join Domain installation packages. 
3) FS02 as server node 2 or File Sharing Secondary is installed with Windows Server 2022 with the DFSR 

and Join Domain installation packages. 
4) CL01 is a file-sharing user computer installed on Windows 10 Professional and the Join Domain. 
5) MON as PC monitoring and taking real-time data on test results installed on Linux Debian with the Python 

installation package and the IO Socket Library. 
The following is a description of the IP address of each VM on the architecture above (Table 7). Before the 

implementation process, ensure the server's operating system has Hyper-V Manager installed, which would be 
used as a virtualization server, as shown in Figure 7.  

Table 7. IP address rules. 

No. IP Address  VMs/Servers Computer ID 
1 172.16.202.125 Domain controller  DC01 
2 172.16.202.19 File sharing, DFS, DFSR FS01 
3 172.16.202.20 DFSR file sharing FS02 
4 172.16.202.253 Client PC CL01 
5 172.16.202.191 Monitoring Collect Data PC MON 
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Figure 6. System architecture design. 

 

 
Figure 7. Hyper-V Manager user interface. 

 
The first implementation process is to prepare all supporting servers and VM installed in Hyper-V 

Manager, as shown in Figure 8. 
 

 
Figure 8. Hyper-V Manager is ready to use. 
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The second implementation process configures server "DC01" as Primary Domain Controllers (PDCs) and 
DNS Server by creating a forest as a domain address, as shown in Figure 9. 

 

 
Figure 9. AD DS as domain controller settings. 

 
Furthermore, still on the "DC01" server, configure user management by creating Organizations Units 

(OUs), Groups, and Users that would be used as file sharing access, as shown in Figure 10. 
 

 
Figure 10. User management configuration. 

 
The third implementation process, namely configuring the file sharing server "FS01" and "FS02", the steps 

are as follows: (1) join domain to litbangpol.co.id, (2) server "FS01" should be installed DFS Manager with add 
the role of DFS Namespace and DFS Replicated, the result is as shown in Figure 11. In addition, create a new 
namespace, create a folder, and add a file-sharing target folder. The results can be seen in Figure 12. Then, 
switch to Server "FS02" for DFS Install Management and add the DFS Replicated role. After being installed, the 
root namespace would automatically join the DFS management on Server FS01, and the results can be seen in 
Figure 13. Still in the configuration on the "FS02" server, creating a folder for data replication targets from the 
"FS01" server. The results can be seen in Figure 14. 
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Figure 11. DFS management configuration in FS01. 

 

 
Figure 12. Namespace server configuration. 

 

 
Figure 13. DFS management configuration in FS02. 

 

 
Figure 14. FS02 replication targeted two folders. 
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Next, after finishing configuring both Server "FS01" and "FS02", we would configure replication and 

publish the replication folder to the namespace for high availability file sharing purposes. The configuration is 
done using the DFS Management console on Server "FS01," which would be the primary replication member 
itself, Server "FS01". The results can be seen in Figure 15. Besides, the results or properties of the DFS 
Replication configuration can be seen in Table 8. 

 

 
Figure 15. DFS Replication and publish replication configurations. 

Table 8. DFS Replication properties. 

Memb
ers 

Local Path Stagi
ng 
Quot
as 

Namespace Public Namespace 

FS01 E:\Simulation Data02 10 
GB \\litbangpol.co.id\Sim

ulation Data 
\\litbangpol.co.id\DataSimulation\DataSimula

tionPublic02 FS02 E:\FolderTargetReplic
ation02 

10 
GB 

 
The fourth implementation process configures the virtual machine PC Client "CL01". Here we only need 

to configure the join domain on litbangpol.co.id. The fifth implementation process is to configure the 
monitoring PC "MON". This PC is installed with a simple application using web (HTML) with Python and 
embedding the IO Socket library engine to be used as a monitoring tool for the success rate of data testing in 
real time on user processes when accessing replication and high availability. The results of the monitoring 
dashboard can be seen in Figure 16. 

 

 
Figure 16. Monitoring dashboard interface. 
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3.3   System Testing 
 

This system test aims to see the behavior of the DFS replicated system that has been configured previously. 
Test parameters include: 

 
a. Manual Data Replication Test 
Testing begins with logging in to the client's computer using the domain user "User1". This "User1" 

performs file-sharing access with the DFS namespace address "\\litbangpol\Simulation Data\" in drive mapping 
on Windows Explorer. In addition, "User1" creates folders or files with random file sizes. Logically, the file 
would be replicated by file sharing server FS01 and FS02. Besides, to manually prove whether the User1 file 
has been replicated on member servers "FS01" and "FS02," it is necessary to log in as an administrator. The 
result looks like in Figure 17. 

 

 
Figure 17. Folder replication test. 

 
b. Availability Test 
Testing using a monitoring application, the data that would be retrieved is data on the time and size of files 

that have been successfully replicated, average data availability success with testing on both member servers 
carried out online and offline processes. Perform parameter input, fill in as follows: (1) input login with 
"User1", (2) enter a password, (3) input address File Sharing publish namespace 
"//litbangpol.co.id/DataSimulation/DataSimulationPublic", (4) input server member address 
"//FS01/DataSimulation02", (5) input server member address "//FS02/FolderTargetReplication02", (6) then, 
submit it, (7) create a file would automatically with random size, and (8) run the test as shown in Figure 18, as 
well as the replication test output data can be seen in Figure 19 as the report table screenshots. 

 

 
Figure 18. Real time data testing process. 
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Figure 19. Replication testing is complete. 

 

 
Figure 20. Replication testing is complete. 

 
Based on the report result in Figure 19, the average replication process is 100% successful. In addition, the 

data availability test results can be seen in Figure 20 as the screenshot of the availability report test table. Figure 
20 shows the availability value from the tests carried out with several scenarios. By Abdullah et al. [2], the 
availability value is theoretically measured by the following equation (1). 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

× 100%     (1) 
 
Using the DFS Replicated method can increase the value of server availability, which is quite high. The 

average availability value is 92.82% from several tests carried out with several scenarios. So it can be concluded 
that DFS Replicated is quite effective in increasing the availability of file-sharing services. 

4   Conclusion 

From the results and discussion of the simulation above, it can be concluded that Distributed File Systems 
(DFS) make it easy for users to access file shares that are located on several file server nodes by using only one 
name URL/address because it is spread transparently by the DFS namespace. Besides, Distributed File System 
Replicated (DFSR) has made it easy for users to automatically clone files on several file server nodes at other 
locations that the administrator has set. In addition, in the test results of the DFSR with its Share and Publish 
features, it has succeeded in providing data availability with an average of 92.82%. Although it would be 
implemented in the metaverse computation, this study has contributed to the system file sharing and replication 
virtually. 
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The suggestions from the research results with this simulation, including this study, did not include aspects 
of the backup file system which can backup and restore daily, weekly, and monthly data and settings for how 
long the backup would be used. Backups from third parties, such as from the Veeam Backup product, can cover 
these backup needs because the default Windows Server feature only provides a back-one process. Besides, 
adding Secondary Domain Controllers (SDCs) and adding file server members would help increase the high 
availability service score if the Primary Domain Controller (PDC) and file server members experience problems. 
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