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Abstract. In accordance with the notion of democracy which is the basis of the state of Indonesia, general 
elections will be held in 2024. In the implementation of the General Election there is a campaign to lead the 
public vote to choose the best candidate according to public opinion. Twitter social media is one of the media 
to voice opinions as well as share information to become one of the indirect campaigning platforms. Social 
media also does not escape negative issues, community rumors, and even the digital footprint of presidential 
candidates which can be a very important consideration in campaigning. This research aims to see the 
public's response to the 2024 presidential candidates. This research is conducted based on public opinion on 
presidential candidates, then public opinion data taken from Twitter social media will go through a pre-
processing process to clean the data before the data is classified into Naive Bayes and Linear Regression 
modeling. The two classification models are then sought for the highest performance accuracy value and 
confusion matrix with 80:20 splitting data. The results showed that the Naive Bayes classification model had 
a higher accuracy value than the Logistic Regression classification model, which was 63% for Anies 
Baswedan candidate, 77% for Ganjar Pranowo candidate, and 44% for Prabowo Subianto. The highest 
accuracy value was obtained by the sentiment data of 2024 presidential candidate Ganjar Pranowo, which 
was 77%. 
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1 Introduction 

The 1945 Constitution's Article 1 paragraph 2—which declares that "Sovereignty is in the hands of the 
people and shall be exercised according to the Constitution"—designates Indonesia as a democratic nation. One 
instance of how democracy is implemented by the voice or choice of the people who become the determinants 
through simultaneous voting is the election of the President and Vice President, which takes place every five 
years [1].   

In organizing general elections, there are campaigning activities to attract the attention of the public so that 
at the time of the general election the public vote will win or democratically favor 1 candidate with the most 
votes. The election of presidential candidates will certainly consider opinions and responses from the public on 
every aspect such as ideas, vision and mission, programs to be implemented, problems to be solved, and others. 
From this opinion, a survey will be created through the popularity or tendency of the community to create pros 
and cons related to presidential and vice-presidential candidates which become a reference in choosing the right 
candidate. 

One topic that is currently often discussed is the issue of Presidential elections, both about politics and the 
activities of its candidates. Twitter social media as a universal opinion data provider and also a means to be 
actively involved in democracy and support the presidential candidate of choice. [2]. Because Twitter is a media 
that accommodates the aspirations or opinions of the community, it is not uncommon for tweets or content to be 
negative or contain diatribes, curses, and harsh words.[3][4][5]. 

Sentiment analysis is the process of classifying or analyzing the opinions, sentiments and emotions of 
individuals expressed in the form of text. Sentiment analysis is carried out to determine whether the text tends to 
have a negative or positive connotation.[6]. Typically, sentiment analysis is used for political, government, 
education, business, and other purposes. [7]. 

The algorithms used in this research are Naïve Bayes algorithm and Logistic Regression. The Naïve Bayes 
algorithm serves to calculate the probability of a text or document in each sentiment category assuming the 
words in the processed text are independent, while the logistic regression algorithm serves to predict the 
probability of text against its sentiment class. [8]. 
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Naïve Bayes algorithm is a classification model that calculates the probability of the sum of frequencies and 
combinations of values from a given dataset. [9]. Naïve Bayes algorithm is an algorithm that excels in 
efficiency, speed, and accuracy which tends to be higher than other algorithms [10]. 

Logistic regression is one of the classification algorithms in machine learning used to predict the probability 
of categorical dependent variables. This method is a generalized form of linear regression used to study the 
relationship of multiple variables with binary or probabilistic variables. [11]. In this study, logistic regression 
classifies data into 3 classes, namely positive, neutral, and negative using multinomial logistic regression.  

2 Methodology 

This research uses data from crawling social media twitter with the keyword name of the Indonesian 
presidential candidate in the 2024 Election. then the tweets data obtained are processed again at the 
preprocessing stage to clean the data so that it is easy to process. Furthermore, the preprocessed data will be 
classified with Naive Bayes modeling and Logistic Regression. The accuracy value obtained determines which 
algorithm is superior in the sentiment data classifier. 

2.1 Data Collection 

Data collection or data crawling is the process of retrieving data by scrapping social media. This research 
uses the tweet harvest library in retrieving twitter tweets data with hashtags according to the names of 
Indonesian presidential candidates in the 2024 election. In retrieving or crawling twitter data, this research uses 
the tweet harvest library via Google Collaboratory as a cloud computing platform similar to Jupyter Notebook. 
For crawling data on twitter, an authentication token is also required. Authentication tokens are useful for 
accessing our twitter so that tweet harvest can crawl data through a personal twitter account. 

 

Figure 1. Process Design Flow 

2.2 Data Preprocessing 

Data preprocessing is the process of cleaning up the initially collected, unprocessed data from the crawl 
(known as "Raw Data"). The dataset used in this study was initially collected in the original format and 
underwent the following preprocessing steps: 

1. Filtering, is the process of cleaning data from Twitter features such as mentions, urls, emojis, and other 
characters. 

2. Casefolding, is the process of converting capital letters into lowercases, removing punctuation and 
removing extra whitespace. [10]. 

3. Stemming, is the process of converting words that have affixes into basic words. 
4. Stopword removal, is the process of eliminating words from a sentence that have no sentimental 

significance. [11]. 
5. Tokenizing, is converting a text into word fragments. [12]. 
6. Data Labeling, is the process of categorizing text into sentiment classification categories. 
7. Data Splitting, is the process of dividing the dataset for the purposes of training and testing the model. 
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2.3 Naive Bayes 

Naïve Bayes is a probabilistic and statistical classification algorithm that assumes each attribute is 
independent or the characteristics of a class have nothing to do with other classes The following is the equation 
of Bayes theorem (1) [13]. 

𝑃𝑃(𝑥𝑥|𝑧𝑧) =  𝑃𝑃(𝑋𝑋)𝑃𝑃(𝑍𝑍|𝑋𝑋)
𝑃𝑃(𝑍𝑍)

          (1) 

X, Z   = events 
P(X|Z)  = the probability of X if Z is True 
P(Z|X)  = probability of Z if X is True 
P(X), P(Z)  = probability of occurrence of X and B, respectively. 

2.4 Logistic Regression 

Logistic Regression is a statistical model that assesses the relationship between an independent variable and 
a binary dependent variable. Logistic Regression can be used to classify data into two or more classes, in this 
case there are 3 sentiment classes, namely Negative, Neutral and Positive. [14]. The multinomial Logistic 
Regression function is as follows (2)[15]. 

𝑔𝑔𝑗𝑗(𝑥𝑥) =  𝛽𝛽𝑗𝑗0 + 𝛽𝛽𝑗𝑗1𝑥𝑥1 + 𝛽𝛽𝑗𝑗2𝑥𝑥2 + ⋯+ 𝛽𝛽𝑗𝑗𝑗𝑗𝑥𝑥𝑗𝑗  (2) 

Description: 
g(x) = Logit function for class j 
βj0 = intercept for class j 
𝛽𝛽𝑗𝑗1,𝛽𝛽𝑗𝑗2, … ,𝛽𝛽𝑗𝑗𝑗𝑗 = coefficient for each predictor variable (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑗𝑗) in class j 

2.5 Data Evaluation 

A confusion matrix is a table used to assess how well a classification model performs when applied to a 
given collection of data. In order to ascertain which classification algorithm is better and has the highest 
accuracy in forecasting public opinion toward Indonesian presidential candidates in the 2024 election, 
Confusion Matrix is used to compare the performance of the two algorithms. Every algorithm's accuracy, 
precision, recall, and F1 score values will be taken into account when choosing the best model. The percentage 
of overall accurate predictions is known as accuracy; the percentage of correct positive predictions is known as 
precision; the percentage of correctly predicted positive classes is known as recall; and the percentage that 
strikes a balance between precision and recall is known as the F1 score [16].  The confusion matrix used is a 
multiclass confusion matrix in accordance with the classification of labeling data which has 3 classes, namely 
Negative, Neutral, and Positive classes (table 1). 

Table 1. Multiclass Confusion Matrix 
 Actual Candidate 

Data with Negative 
Sentiment 

Actual Candidate 
Data with Neutral 
Sentiment 

Actual Candidate 
Data with Positive 
Sentiment 

Prediction of Presidential 
Candidate Data with Negative 
Sentiment 

TP FP FP 

Prediction of Presidential 
Candidate Data with Neutral 
Sentiment 

FN TN TN 

Prediction of Presidential 
Candidate Data with Positive 
Sentiment 

FN TN TN 
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Description: 
TP: True Positive 
TN: True Negative 
FP: False Negative 
FN: False Negative 
Calculation of accuracy, precision, recall and F1 score values as follows: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇
𝑇𝑇𝑃𝑃+𝐹𝐹𝑇𝑇+𝐹𝐹𝑃𝑃+𝑇𝑇𝑇𝑇

×  100% (3) 

𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑃𝑃

   (4) 

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑇𝑇

    (5) 

𝐹𝐹1 𝑆𝑆𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃 =  2×𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃×𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

  (6) 

3 Results and Discussion 
3.1 Data Crawling 

This research uses data from crawling twitter with the hashtags Anies Baswedan, Ganjar Pranowo, and 
Prabowo Subianto. The data obtained was taken with the tweet harvest library through google colab and was 
able to retrieve 512 tweets related to Ganjar Pranowo, 509 tweets related to Anies Baswedan and 552 tweets 
related to Prabowo Subianto. The data was collected in November 2023 with 12 attributes including created_at, 
id_str, full_text, quote_count, reply_count, retweet_count, favorite_count, lang, user_id, conversation_id_str, 
username, and tweet_url.  

 
Figure 2. Twitter Crawling Data Results 

3.2 Data Preprocessing 
3.2.1 Filtering 

In the filtering stage, text data that is not clean from unused characters such as mentions, hashtags, emojis, 
urls, and punctuation marks is removed so that the text obtained is only the sentiment text. The original data or 
raw data before preprocessing is as shown in Figure 3. 
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Figure 3. Full_Text Attribute Data Before Preprocessing 

Then the data filtering process is carried out to clean the data from hashtags, urls, emojis, mentions and other 
characters. The result of the filtering process is shown in Figure 4. 

 

 
Figure 4. Data After Filtering Process 

In Figure 3, the text data still has characters that make the text difficult to process. In Figure 4, the text data 
is clean from mentions, hashtags, urls and other unused characters. 

3.2.2 Casefolding 

In Figure 5, the data that has been cleaned is then cleaned from punctuation marks, digits, extra whitespace 
and capital letters are changed to lowercase letters. 

 

 
Figure 5. Data After Casefolding Process 
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3.2.3 Stemming 

Stemming converts words that have affixes into their base word. 

 
 Figure 6. Data After Stemming Process  

3.2.4 Stopword removal and Tokenizing 

Tokenizing separates a sentence into fragments of words. Meanwhile, stopword removal is useful for 
removing words that have no sentimental meaning or basic words such as the words from, to, this, and, in, 
which, and so on. 

 
Figure 7. Data After Stopwords Removal and Tokenizing Process 

3.2.5 Data Labeling 

This research uses the BERT model for labeling Indonesian data. The BERT model will process the text data 
and then label or classify it with 1 - 5 star categories according to the sentiment value of the text, for example in 
Figure 8. 

 
Figure 8. Labeling Results Using the BERT Model 
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Then, as indicated in Figure 9, modify the labeling with a 1–5 star format to reflect negative, neutral, and 
positive sentiments, with 1–2 stars denoting negative feeling, 3 stars denoting neutral mood, and 4–5 stars 
denoting positive sentiment. 

 

 
Figure 9. Changing Labeling to Sentiment_Value 

Then add the value of the sentiment. For example, Negative is 0, Neutral is 1, and Positive is 2 as shown in 
Figure 10. 

 
Figure 10. Labeling Data Result 

After the labeling process, the data on Indonesian presidential candidates can be known, which is as follows: 

    
   Figure 11. Pie Chart of Anies Baswedan's Sentiment              Figure 12. Pie chart of Ganjar Pranowo's  
            Sentiment 
 

 
Figure 13. Number of Anies Baswedan Sentiment Data  Figure 14. Number of Sentiment Data of Ganjar  

                              Pranowo 
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Figure 15. Pie Chart of Prabowo Subianto Sentiment 

 
Figure 16. Total Sentiment Data of Prabowo Subianto 

3.2.6 Data Splitting 

In this study, the data is randomly divided into 80:20 with 80% into train data and 20% into test data. Train 
data is used for training data to train the model which will next be examined using test data to evaluate the 
model's performance. 

 
Figure 17. Data Splitting 

3.3 Model Evaluation 

This research uses Naive Bayes and Logistic Regression algorithms in classifying sentiment analysis data 
with data divided into 80% train data and 20% test data. Then each presidential candidate data is processed 
using Naive Bayes Modeling and Logistic Regression. The results of each model are listed in Table 1 for the 
classification of sentiment data of presidential candidate Anies Baswedan, Table 2 for the classification of 
sentiment data of presidential candidate Ganjar Pranowo, and Table 3 for the classification of sentiment data of 
presidential candidate Prabowo Subianto. 

Table 1 shows that the accuracy value of Naive Bayes modeling is 63% while the precision value is 64%, 
75% and 54%. Meanwhile, the accuracy value of Logistic Regression modeling is 61% while the precision 
value is 74%, 50%, and 44%. So that based on the assessment of the accuracy level of modeling on Anies 
Baswedan sentiment data, the algorithm whose accuracy value is superior is the Naive Bayes accuracy value of 
63% while the Logistic Regression accuracy value is 61%. Confusion matrix sentiment data of 2024 presidential 
candidate Anies Baswedan is depicted in Figure 18 and Figure 19. 
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Table 2. Anies Baswedan Sentiment Data Classification Report 

Evaluation Results of Anies Baswedan Sentiment Data Model 

Algorithm Sentiment Precision Recall F1-socre Accuracy 

N
aive Bayes 

Negative 64% 92% 75% 

63% Neutral 75% 19% 30% 

Positive 54% 26% 35% 

L
ogistic 

R
egression 

Negative 74% 71% 72% 

61% Neutral 50% 6% 11% 

Positive 44% 70% 54% 

 
 

      
Figure 18. Confusion Matrix Naive Bayes Anies B.     Figure 19. Confusion Matrix of Logistic Regression   

      Anies B. 

Table 2 shows that the accuracy value of Naive Bayes modeling is 77% while the precision value is 72%, 
33% and 81%. Meanwhile, the accuracy value of Logistic Regression modeling is 77% while the precision 
value is 84%, 0%, and 76%. So based on the assessment of the modeling accuracy level on Ganjar Pranowo 
sentiment data, both algorithms have the same accuracy value of 77%, which makes both modeling balanced. 
Confusion matrix of sentiment data of 2024 presidential candidate Ganjar Pranowo is depicted in Figure 20 and 
Figure 21. 

 
 
 
 
 
 
 
 
 
 
 

SaNa: Journal of Blockchain, NFTs and Metaverse Technology 
Vol 2, Issue 1, February 2024, Pages 44-55 
ISSN: 3030-9832 (Media Online) 
DOI: https://doi.org/10.58905/sana.v2i1.267

52



Table 3. Ganjar Pranowo Sentiment Data Classification Report 

Model Evaluation Result of Ganjar Pranowo Sentiment Data 

Algorithm Sentiment Precision Recall F1-score Accuracy 

N
aive Bayes 

Negative 72% 77% 74% 

77% Neutral 33% 8% 13% 

Positive 81% 90% 85% 

L
ogistic 

R
egression 

Negative 84% 70% 76% 

77% Neutral 0% 0% 0% 

Positive 76% 95% 85% 

 

 
Figure 20. Confusion Matrix Naive Bayes Ganjar P. Figure 21. Confusion Matrix Logistic Regression Ganjar P. 

Table 4 shows that the accuracy value of Naive Bayes modeling is 44% while the precision value is 33%, 
50% and 52%. Meanwhile, the accuracy value of Logistic Regression modeling is 41% while the precision 
values are 33%, 50%, and 46%. Therefore, based on the assessment of the accuracy level of modeling on 
Prabowo Subianto sentiment data, the algorithm whose accuracy value is superior is the Naive Bayes accuracy 
value, which is 44% while the Logistic Regression accuracy value is 41%. The confusion matrix of the 
sentiment data of 2024 presidential candidate Prabowo Subianto is illustrated in Figure 22 and Figure 23. 

Table 4. Prabowo Subianto Sentiment Data Classification Report 

Model Evaluation Result of Prabowo Subianto Sentiment Data 

Algorithm Sentiment Precision Recall F1-score Accuracy 

N
aive 

B
ayes 

Negative 33% 42% 37% 
44% 

Neutral 50% 14% 22% 

SaNa: Journal of Blockchain, NFTs and Metaverse Technology 
Vol 2, Issue 1, February 2024, Pages 44-55 
ISSN: 3030-9832 (Media Online) 
DOI: https://doi.org/10.58905/sana.v2i1.267

53



Positive 52% 53% 52% 

L
ogistic 

R
egression 

Negative 33% 45% 38% 

41% Neutral 50% 7% 12% 

Positive 46% 47% 47% 

 

   
Figure 22. Confusion Matrix of Naive Bayes Prabowo S. Figure 23. Confusion Matrix of Logistic Regression Prabowo S. 

Table 5 shows the accuracy value of each presidential candidate and also the modeling algorithm used. From 
the table we can conclude that Naive Bayes is a modeling that has a superior accuracy value with an accuracy 
value of 63%, 77% and 44%, compared to Logistic Regression whose accuracy value is 61%, 77%, and 41%. 
The highest accuracy value is achieved by Ganjar pranowo sentiment data with a serial accuracy value of 77%. 

Table 5. Accuracy values of Naive Bayes modeling and Logistic Regression  

Modeling accuracy value on Presidential Candidate 
Sentiment Data 

 Naive Bayes Logistic 
Regression 

Anies Baswedan 63% 61% 

Ganjar Pranowo 77% 77% 

Prabowo Subianto 44% 41% 

4 Conclusions 

Along with the organization of the 2024 General Election, many rumors have begun to emerge in the 
community. One of the factors for the rise of rumors ahead of the 2024 General Election is Social media, which 
is a place for people to exchange information and also channel opinions. Sentiment analysis is the right research 
to see public sentiment towards Indonesian presidential candidates. From the above analysis, it can be concluded 
that the accuracy value of Naive Bayes modeling is superior to Logistic Regression in classifying sentiment data 
of 2024 presidential candidates with an accuracy value of 63% for candidate Anies Baswedan, 77% for 
candidate Ganjar Pranowo, and 44% for Prabowo Subianto. 

In this study, only 1,573 data were processed and obtained before the campaign period began. It is hoped 
that further research can obtain more relevant data, add word weighting, and also text lebeling and model 
classification can be more accurate. 
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