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Abstract. The improvement of text generation based on language models has witnessed 
significant progress in the field of natural language processing with the use of Transformer-based 
language models, such as GPT (Generative Pre-trained Transformer). In this study, we conduct an 
evaluation of text quality using the BLEU (Bilingual Evaluation Understudy) score for two 
prominent GPT engines: Davinci-003 and Davinci. We generated questions and answers related to 
Python from internet sources as input data. The BLEU score comparison revealed that Davinci-
003 achieved a higher score of 0.035, while Davinci attained a score of 0.021. Additionally, for 
the response times, with Davinci demonstrating an average response time of 4.20 seconds, while 
Davinci-003 exhibited a slightly longer average response time of 6.59 seconds. The decision of 
whether to use Davinci-003 or Davinci for chatbot development should be made based on the 
specific project requirements. If prioritizing text quality is paramount, Davinci-003 emerges as the 
superior choice due to its higher BLEU score. However, if faster response times are of greater 
importance, Davinci may be the more suitable option. Ultimately, the selection should align with 
the unique needs and objectives of the chatbot development project. 
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1 Introduction 

In recent years, rapid advancements in natural language processing (NLP) have yielded significant 
breakthroughs in the field of generative text. Transformer-based language models, such as the Generative Pre-
trained Transformer (GPT), have taken center stage in improving the quality of generative text. There exist 
various variants of GPT models, and one of them is the GPT Engine Davinci, renowned for its ability to produce 
high-quality text [1][2][3]. 

The importance of evaluating the quality of text generated by NLP models, particularly generative models 
like the GPT Engine Davinci, cannot be understated. One proven method for assessing the quality of generative 
text is the BLEU Score metric. BLEU Score is widely used to measure how closely machine-generated text 
approaches human text quality. It has become a crucial benchmark for evaluating machine translation and text 
generative quality[4]. 

This research aims to fill gaps in our understanding of the text quality generated by the GPT Engine Davinci, 
with a specific focus on comparing two variants: GPT Engine Davinci-003 and GPT Engine Davinci. Using 
BLEU Score as an evaluation metric, we conduct an in-depth analysis of the text generated by both machines. 
The results of this evaluation provide valuable insights into the differences in generative capabilities and allow 
us to identify areas for improvement. 

This research makes a significant contribution to the NLP community's understanding of generative text 
quality and the application of GPT Engine models in various contexts. This research anticipate that the 
outcomes will provide a basis for future progress in natural language processing and text generation. 

ChatGPT is a conversational AI bot that utilizes natural language processing to create human-like 
interactions in conversations [5]. This language model can answer inquiries and generate a wide range of written 
materials, such as articles, social media posts, essays, code, and emails [6]. Several research studies and 
experiments involving the ChatGPT chatbot have been featured in various journals and websites. In one 
particular journal article, Zhai conducted an experiment where he generated an approximately 5,830-word 
article titled "Artificial Intelligence for Education." As an expert in the field of artificial intelligence, Zhai 
evaluated the machine-generated article as coherent, relatively (in some aspects) accurate, informative, and 
well-structured.The chatbot's ability to provide necessary information was also noted to be more efficient than 
that of the average person, and its writing skills exceeded those of an average student. Zhai was able to complete 
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the article in just 2-3 hours, which included minor editing and reorganizing the content [7]. ChatGPT underwent 
a comparison with three commercial translation products: Google Translate, DeepL Translate, and Tencent 
TranSmart. The evaluation utilized the Flores101 test set, specifically assessing its performance on the WMT19 
biomedical translation task to examine translation robustness, with the BLEU score as the primary metric. The 
findings from this study revealed that ChatGPT demonstrates competitiveness with commercial translation 
products when dealing with well-resourced European languages. However, it lags behind when it comes to low-
resource or distant languages.The authors explored an intriguing approach known as 'pivot prompts,' which 
notably enhanced translation performance. Although ChatGPT didn't achieve the same level of performance as 
commercial systems in translating biomedical abstracts or Reddit comments, it could serve as an effective 
speech translator [8]. 

Table 1.  Evaluation of Various Prompts for ChatGPT to Facilitate the Translation of Chinese to English 
(Zh⇒En). 

 
In another journal, it is discussed how BLEU can enhance the research and development process in machine 

translation (MT) by allowing researchers to swiftly focus on effective modeling concepts. This viewpoint is 
further supported by recent statistical analysis revealing BLEU's strong correlation with human evaluations of 
translation quality into English from four distinct languages (Arabic, Chinese, French, Spanish), representing 
three separate language families [9]. What makes BLEU particularly robust is its capacity to demonstrate a 
significant correlation with human assessments, achieved by averaging individual sentence evaluation errors 
across a test corpus instead of attempting to precisely replicate human judgment for each sentence. Essentially, 
this underscores the idea that quality is influenced by quantity. Furthermore, considering that both machine 
translation (MT) and text summarization can be seen as instances of natural language generation stemming from 
textual context, there is a belief that BLEU could be adapted to evaluate summarization and similar tasks 
involving natural language generation [10]. 

2 Methods 

In this study, the methodology employed is designed to assess the quality of answers generated by two 
variants of the GPT Engine, namely Davinci-003 and Davinci, utilizing the BLEU Score metric. The dataset 
used for evaluation comprises 40 answers to questions related to Python [11]. 

The process of collecting the generated data involves the utilization of models specifically prepared for this 
purpose. Subsequently, the BLEU Score is computed for each generated text by comparing it with the human 
references. The calculation of the BLEU Score involves the comparison of n-gram sequences (n words in a 
sequence) in the generated text with those in the reference text [12]. BLEU Scores are computed for n-grams 
ranging from 0 to 1, providing an understanding of the similarity at various levels. 

 

 
Figure 1. Architecture of Methodology 
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Once the BLEU Scores are obtained for all generated texts, statistical analyses are conducted to offer an 
overview of the text quality comparison between Davinci-003 and Davinci. The results of this evaluation will 
help identify differences in text quality at various n-gram levels. The insights derived from the analysis will 
offer valuable assessments of the strengths and weaknesses of each machine, laying the groundwork for future 
advancements in natural language processing and text generation. 

2.1 Data Selection 

In the context of this study, the Data Selection methodology involves several key steps. First, the source of 
data is identified, and in this case. The next step entails the extraction of relevant data, ensuring that all 40 
Python-related questions, along with their provided answers within the PDF document [13], are obtained 
accurately. Data validation is an integral part of this process, where the extracted data is meticulously verified 
for correctness and completeness. Particular attention is paid to ensuring that each question is paired with its 
corresponding answer, leaving no room for missing or corrupted data. 

To make the data suitable for analysis, it is then transformed from its original PDF format into a more 
accessible and processable text format. It's vital to preserve the integrity of the information during this 
transition. If the dataset exhibits variations, such as differing levels of difficulty or subject matter, sampling 
methods are used to ensure a representative selection that adequately represents the spectrum of question types. 
The curated data is meticulously organized, indexed, or listed, making it ready for subsequent comparative 
analyses [14]. Ethical considerations are consistently upheld, with strict adherence to copyright and research 
ethics standards when using data sourced from the specified origin. The entire Data Selection process is 
thoroughly documented to ensure transparency and facilitate the continued progress of the research. This 
comprehensive dataset of 40 Python questions and their corresponding answers will be invaluable for the 
upcoming comparisons of responses generated by GPT engines such as Davinci-003 and Davinci. 

2.2 Collection of Generated Data from Davinci-003 and Davinci 

The methodology for collecting data generated by both Davinci-003 and Davinci is a systematic process 
involving multiple key steps. Firstly, the testing environment is prepared to enable the execution of Python 
questions on both platforms. Each of the 40 selected Python questions is then input sequentially into both 
machines. Subsequently, the questions are executed on each platform to obtain their respective answers. The 
results, including the answers generated by the machines, are meticulously recorded and documented. 
Additionally, response times for each question are measured to determine the time taken by each machine to 
produce answers. To ensure result consistency and validity, each question is tested on both machines once. The 
collected data is organized for effective comparison and analysis. Thorough documentation of the entire data 
collection process, including input details, results, and response times, is maintained. This method ensures that 
the results are rigorously analyzed in accordance with the research objectives, serving as the foundation for 
evaluating text quality and response times between Davinci-003 and Davinci.   

2.3 Calculation of Bleu Score 

The methodology for calculating the BLEU Score in this research is a multi-step process [15]. It begins with 
the clear definition of the BLEU Score metric, which serves as the measurement tool to assess the quality of 
answers generated by the Davinci-003 and Davinci machines in comparison to the reference questions. The 
essential data for this calculation comprises the answers produced by both machines, Davinci-003 and Davinci, 
alongside the correct reference derived from the original questions. Data preprocessing is a crucial step to clean 
the answers and references by removing special characters, capitalization, or any irrelevant elements. The actual 
calculation of the BLEU Score is then carried out using appropriate tools or libraries, focusing on comparing n-
grams (word sequences) between the machine-generated answers and references [16][17]. A higher BLEU 
Score reflects a closer alignment with the reference, signifying superior text quality [18]. To provide a 
comprehensive overview of the machines' performance, BLEU Scores are calculated for each answer-reference 
pair within the dataset. The average BLEU Score is subsequently computed, offering a holistic perspective on 
how well both machines align with the reference when responding to Python questions. These BLEU Score 
results are instrumental in the analysis of text quality, enabling a better understanding of the efficacy of Davinci-
003 and Davinci in providing accurate and reference-aligned answers to the questions at hand.  
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2.3 Statistic and Analysis 

The methodology for analysis and statistics is a critical step in this research. It begins with the collection of 
response data from both Davinci-003 and Davinci, including their response times and BLEU Scores. The 
response times are thoroughly analyzed, encompassing calculations of average response times, as well as 
determining the maximum and minimum response times for both machines. This analysis aims to unveil which 
machine exhibits more efficient response times. Similarly, the BLEU Score data from both machines is 
scrutinized. The average BLEU Scores are calculated, and the maximum and minimum BLEU Scores are 
identified. This in-depth analysis sheds light on how closely both machines align with the reference in their 
Python responses. 

The data is not only analyzed but also visually presented using graphs and visualizations. These visual aids 
make it easier to understand the relationship between response time and BLEU Score. Ultimately, the results of 
this analysis and statistical investigation will be interpreted to determine whether Davinci-003 or Davinci 
outperforms the other in terms of response time and text quality based on BLEU Score. This comprehensive 
methodology ensures that the research provides valuable insights for selecting the most suitable machine for 
chatbot development in line with specific needs and requirements. 

3   Result and Discussion 
3.1 Data Collection 

There are 40 questions and inlcuded the answer about Python that will be posed to both machines, and the 
questions are as follows: 

Table 2.  40 Python Question  

Questions 
What is Python? What are the benefits of using Python? 
What is PEP 8? 
What is pickling and unpickling? 
How Python is interpreted? 
How memory is managed in Python? 
What are the tools that help to find bugs or perform static analysis? 
What are Python decorators? 
What is the difference between list and tuple? 
How are arguments passed by value or by reference? 
What is Dict and List comprehensions are? 
What are the built-in type does python provides? 
What is namespace in Python? 
What is lambda in Python? 
Why lambda forms in python does not have statements? 
What is pass in Python? 
In Python what are iterators? 
What is unittest in Python? 
In Python what is slicing? 
What are generators in Python? 
What is docstring in Python? 
How can you copy an object in Python? 
What is negative index in Python? 
How you can convert a number to a string? 
What is the difference between Xrange and range? 
What is module and package in Python? 
Mention what are the rules for local and global variables in Python? 
How can you share global variables across modules? 
Explain how can you make a Python Script executable on Unix? 
Explain how to delete a file in Python? 
Explain how can you generate random numbers in Python? 
Explain how can you access a module written in Python from C? 
Mention the use of // operator in Python? 
Mention five benefits of using Python? 
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Mention the use of the split function in Python? 
Explain what is Flask & its benefits? 
Mention what is the difference between Django, Pyramid, and Flask? 
Mention what is Flask-WTF and what are their features? 
Explain what is the common way for the Flask script to work? 
Explain how you can access sessions in Flask? 
Is Flask an MVC model and if yes give an example showing MVC pattern for 
yourapplication? 

3.2 Python Programe 

A. Python Script 
In this research, two Python codes will be created for the Davinci-003 and Davinci engines [19]. In general, 

both codes are similar, with the only difference being the engine used. 
 
 

 
Figure 2. Code Python for Engine Davinci-003 

 

 
Figure 3. Code Python for Engine Davinci 

 
In this Python code, the start time and stop time are also included to calculate the response time for the code 

to provide the result. 
Start_time = time.time() 
........ 
........ 
end_time = time.time() 

 
B. Generated Answer 

Next, the process involves providing input in the form of 40 questions, as listed in Table 2, one by one, and 
recording the results for each question. Answer will generated from each machine. Below is the output for the 
question „What is Python? What are the benefits of using Python?“ as shown on Figure 4 and 5 

 

 
Figure 4. Answer Generated by Davinci-003 

 

 
Figure 5. Answer generated by Davinci 

 
C. Bleu Score 

To calculate the BLEU score using the NLTK library, the code begins by importing the Pandas and NLTK 
libraries [20][21]. Then, the code reads an Excel file containing reference and prediction translations. The code 
then extracts the Reference and Prediction columns from the Excel file and converts them into lists of words. 
Subsequently, the code initializes a list to store BLEU scores. The code then iterates through each reference and 
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prediction pair. For each pair, the code calculates the BLEU score using the sentence_bleu() function from the 
NLTK library. The sentence_bleu() function computes the BLEU score by comparing n-grams (word 
sequences) in the machine translation output and the human reference translation. The code then adds the BLEU 
score to the bleu_scores list. Upon completing the calculation of BLEU scores for all reference-prediction pairs, 
the code proceeds to display the BLEU scores for each pair and compute the overall average BLEU score. 
 

   bleu = sentence_bleu([reference], prediction, smoothing_function=SmoothingFunction().method3) 
   bleu_scores.append(bleu) 

 
This line of code calculates the BLEU score using the sentence_bleu() function. The sentence_bleu() 

function computes the BLEU score by comparing n-grams (word sequences) in the machine translation output 
and the human reference translation. This line of code also utilizes the smoothing_function() function to add 
smoothing to the BLEU score. Smoothing is used to handle cases where n-grams are not found in the machine 
translation [22]. 

 

 
Figure 6. Bleu Score for Davinci 

 

 
Figure 7. Bleu Score for Davinci-003 

 
The BLEU score results will be printed at the end of the Python code, as demonstrated in Figure 6 and 

Figure 7. 
 

D. Result 
From the test results, in general, for all questions, the average response time is 4.20 seconds for the Davinci 

engine, while Davinci-003 has an average response time of 6.59 seconds. As for the BLEU score for both 
engines, Davinci-003 outperforms with a score of 0.035, whereas Davinci has a score of 0.021. 
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Figure 8. Time Response Graph 

 

 
Figure 9. Blue Score Graph 

 
As depicted in Figure 8, Davinci-003 exhibits a longer response time for several questions. However, as 

illustrated in Figure 9, it achieves a higher score than Davinci, indicating greater accuracy in answering 
questions. 

4   Conclusion 

The comparison of BLEU scores revealed that Davinci-003 outperformed Davinci with a higher score of 
0.035, signifying superior text quality, while Davinci achieved a score of 0.021. Furthermore, when examining 
response times, Davinci displayed an average response time of 4.20 seconds, whereas Davinci-003 exhibited a 
slightly longer average response time of 6.59 seconds. The ultimate choice between Davinci-003 and Davinci 
for chatbot development should be driven by the specific requirements of the project. If prioritizing text quality 
is the paramount objective, Davinci-003 emerges as the superior choice due to its higher BLEU score. On the 
other hand, if faster response times are of greater importance, Davinci may be the more suitable option. In 
conclusion, the selection should align with the unique needs and objectives of the chatbot development project. 
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