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Abstract. Buyers are the most crucial entities for companies selling products, including PT 
Paragon Technology and Innovation. PT Paragon Technology and Innovation is a cosmetics 
company that oversees well-known brands such as Wardah, Emina, MakeOver, and Kahf. It is 
essential for this company to understand the characteristics of its buyers who purchase their 
products, and one way to achieve this is by conducting consumer segmentation. This consumer 
segmentation is carried out on customers who have purchased Emina products from March 2021 
to March 2023, using three types of RFM analysis approaches: vanilla RFM analysis, 
RFM+Lifetime, and RFM/Lifetime, which are then grouped using the K-Means algorithm. 
Through the implementation of this consumer segmentation, the company can gain a deeper 
understanding of its buyers' behavior towards the products they offer, thereby enhancing business 
processes and marketing efforts. The consumer segmentation has been completed with the finding 
that out of the three types of RFM analysis approaches employed for consumer segmentation, the 
RFM+Lifetime approach is the most effective and relevant one, resulting in four categories: Make 
Up, Face Care, Others, and General. The Make Up category further consists of five segments, 
while each of the other categories contains four segments. 

Keywords: Consumer Segmentation, K-Means Algorithm, RFM Analysis, RFML Analysis. 

1. Introduction

Certain organizations utilize Customer Relationship Management (CRM) systems in order to discern and
recognize consumers who have significant value [1], [2]. client Relationship Management (CRM) is a strategic 
approach adopted by businesses to cultivate client loyalty and establish enduring, profitable partnerships [3]. 
Moreover, implementing CRM increases customer value and business profits. One crucial approach to CRM is 
consumer segmentation, which involves grouping consumers based on similar characteristics [4]. This consumer 
segmentation technique enables businesses to identify the most profitable customers [5], [6]. By developing and 
providing desired products and services, businesses can foster customer loyalty, satisfaction among existing 
customers, and attract new consumers [7]. 

Often, age, gender, product preferences, and expenditure patterns are examples of characteristics used to 
group consumer data into distinct segments, known as consumer segmentation. This consumer segmentation 
method is effective in determining a company's market share. Subsequently, companies can utilize consumer 
data to plan improvements, run attractive promotions, or develop new products. By grouping consumers, 
companies gain a better understanding and identification of their target audience. In other words, besides 
grouping consumers, the goal of segmentation is to tailor products, services, and marketing messages for each 
segment/group [4], [8]. 

In this case, the process of consumer segmentation is applied based on three types of RFM analysis 
approaches: vanilla RFM, RFM+Lifetime, and RFM/Lifetime. RFM analysis itself examines three variables: 
Recency, Frequency, and Monetary [9], [10]. Recency represents the last time a consumer made a purchase, 
Frequency is the number of transactions made by the consumer, and Monetary refers to the amount spent by the 
consumer [11], [12]. RFM+Lifetime and RFM/Lifetime are additional approaches that initially rely on the three 
RFM variables but add one more variable, Lifetime. Lifetime indicates the duration since the consumer's first 
purchase [13]. From these three or four factors, specific characteristics are derived and labeled. Typically, 
companies manually label consumers based on observable shopping habits [14], which may introduce errors or 
biases when done by humans. 
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Consequently, the function of computers in consumer grouping becomes crucial. Using unsupervised 
learning, computers group data based on a variety of variables [15], [16]. Unsupervised learning aids in 
modeling consumer behavior and personalities that may have been previously overlooked [17]. One method of 
unsupervised learning-based grouping is using the K-Means algorithm, a commonly used clustering algorithm 
[18]. The K-Means algorithm is frequently used in consumer segmentation to organize data into meaningful 
clusters for visualization purposes. K-Means is a data mining technique that clusters data by evaluating their 
similarity [15], [19]. 

This consumer segmentation innovation is what PT Paragon Technology and Innovation seeks to implement. 
The company has not yet employed such consumer segmentation. Therefore, this consumer segmentation is 
necessary to support the business and marketing needs of the company. The segmentation is performed on 
consumers who purchased Emina products from 2021 to March 2023. The consumer data is obtained from 
purchase transactions on the Shopee application. 

2. Methodology  

In conducting consumer segmentation for buyers of Emina products for PT Paragon Technology and 
Innovation, there are three different approaches to RFM analysis, namely vanilla RFM, RFM + Lifetime, and 
RFM/Lifetime. All of these approaches follow the same process or flow, as depicted in Figure 1. 

 

Figure 1. Consumer Segmentation Flow 

Figure 1 illustrates the process flow, starting with data preprocessing, followed by principal component 
analysis (PCA), then moving on to the clustering stage, visualizing and analyzing the clustering results, and 
finally handling outlier data 

2.1 Preprocessing Data 

The data preparation process for conducting consumer segmentation encompasses three main aspects: data 
selection, data cleansing, and data transformation. 

2.1.1 Data Cleaning pertama 

Data cleaning is necessary to reduce unnecessary data rows. In this case, data reduction is performed on the 
second dataframe, namely "emina," for rows that have Odoo Code values that do not exist in the first dataframe, 
"cat." Data cleaning is achieved by removing the Odoo Code from the "emina" dataframe, as shown in Figure 2. 
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Figure 2. Delete Odoo Code on Emina Dataframe 

Figure 2 indicates that many Odoo Code values in the "emina" dataframe were removed. Besides the reason 
that these Odoo Code values do not exist in the "cat" dataframe, another objective is to enable the merging or 
combination of both dataframes for further processing. 

2.1.2 Data Selection 

Data selection is performed by merging the two dataframes based on the Odoo Code values, resulting in a 
new dataframe that contains all the columns present in both the "cat" and "emina" dataframes. The outcome of 
merging the two dataframes can be observed in Figure 3. 

 
Figure 3. Merge the Two Dataframes 

As seen in Figure 3, there is now a new dataframe called "merged emina," which contains a combination of 
columns from both the "cat" and "emina" dataframes. The purpose of merging these two dataframes is to 
determine the transactions made by consumers for purchasing specific product categories. This merged 
dataframe serves as the continuation of the segmentation process. With the current dataframe, which already 
includes a "category" column, consumer segmentation can be performed based on the existing categories. 
However, in this case, the categories to be separated are "Make Up" and "Face Care," while the other categories 
will be combined into a single category named "Others." "Make Up" and "Face Care" are the most frequently 
purchased products, making them the main categories in this segmentation process to obtain data specifically for 
"Make Up," "Face Care," and "Others" categories. 

 

Figure 4. Get Make-Up Data 
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Figure 5. Get Face-Care Data 

 
Figure 6. Get Others Data 

From Figure 4, it can be observed that to obtain the "Make Up" data, all categories except "Make Up" need 
to be removed. The same applies to obtaining the "Face Care" data, as shown in Figure 5. And to obtain the 
"Others" data, only the "Make Up" and "Face Care" data need to be removed, as depicted in Figure 6. In 
addition to these three segmented categories, there is also a general category known as the "Others" category. 
The "Others" category does not consider the specific product categories, so the original "emina" dataframe is 
used for this segmentation. The general consumer segmentation aims to provide an overview of the entire 
dataset. As a result, there will be four dataframes used for consumer segmentation in each approach: 
"eminaMakeUp," "eminaFaceCare," "eminaOthers," and "emina." Once the data selection process is complete, 
the next step is data transformation. 

2.1.3 Data Transformation 

Data transformation is used to obtain the appropriate features/columns based on the three analysis 
approaches. For vanilla RFM, data transformation is carried out solely to obtain the "recency," "frequency," and 
"monetary" columns. This approach does not involve data transformation for the "lifetime" column. In contrast, 
the RFM+Lifetime approach involves data transformation to obtain the "recency," "frequency," "monetary," and 
"lifetime" columns. As for the RFM/Lifetime approach, data transformation is similar to the RFM+Lifetime 
approach, but the "lifetime" column will be used as a divisor for the "monetary" and "frequency" columns, 
resulting in only three columns. 

2.1.4 Second Data Cleaning 

After performing data transformation to obtain the required columns for each approach, the next step is to 
conduct data cleaning. Data cleaning is applied to all dataframes in each approach. The purpose of this data 
cleaning stage is to eliminate noise or outlier data present in each dataframe for each approach. By removing 
these outlier data points, the data used for clustering in the subsequent steps becomes more valid and consistent. 
To identify whether the data used contains outlier data, boxplots are used, as shown in Figure 7. 
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Figure 7. Outlier Data Example 

Figure 7 provides an example of using a boxplot to identify outlier data. As observed from Figure 7, outlier 
data points lie outside the minimum range, which is 1.5 times the interquartile range (IQR) below the first 
quartile, and the maximum range, which is 1.5 times the IQR above the third quartile. Therefore, data points that 
fall within the minimum and maximum ranges are considered non-outliers. 

2.1.5  Second Data Transformation 

After performing data cleaning to remove outlier data from all dataframes in each approach, the next step is 
data transformation. This time, the data transformation involves standardization. Standardization is performed to 
ensure that the data in the dataframes have the same range of values, avoiding any dominant or excessive 
features over others. This is particularly evident in features like "monetary" and "frequency." The "monetary" 
feature may have values in the tens to hundreds of thousands, while the "frequency" feature may have values in 
the units or tens. Standardization is carried out using the StandardScaler function, which automatically 
standardizes the applied dataframe. 

2.2 Principal Component Analysis  

In conducting this consumer segmentation, there is a consideration regarding whether the segmentation 
should be separated based on categories such as "Make Up," "Face Care," and "Others," or if it should be 
directly combined into one general category. This consideration arises because the behavior of individuals in 
using "Make Up," "Face Care," and "Others" may differ. Therefore, there is a question about whether to perform 
a separate segmentation for these categories. To address this, Principal Component Analysis (PCA) can be used 
to examine the correlation between the values of "monetary," "frequency," and "recency" for the "Make Up," 
"Face Care," and "Others" categories. If these variables are highly correlated, then there may not be a need to 
divide the consumer segmentation based on these categories. However, if they are not highly correlated, then it 
would be necessary to separate the consumer segmentation for these categories. Principal Component Analysis 
is conducted by combining all columns/features within each category. For the vanilla RFM and RFM/Lifetime 
approaches, there will be nine columns, while for the RFM+Lifetime approach, there will be twelve columns. 

3. Result 

Based on the previous Principal Component Analysis, clustering or segmentation will indeed be separated 
based on the categories mentioned earlier. Therefore, there will be four segmentations for each approach. These 
four segmentations will be for the categories "Make Up," "Face Care," "Others," and the general category. Each 
approach will have its respective segments within these categories, allowing for a more detailed and tailored 
consumer segmentation. 

3.1 Consumer Segmentation using the Vanilla RFM Approach 

The segmentation process using the K-means algorithm requires initializing the number of clusters or 
centroids to be used. The method to select the appropriate number of clusters is by using the elbow method. The 
elbow method is a technique for choosing the right number of clusters by calculating the sum of squared 
distances (SSD) from each data point to the centroid or center of each cluster. The results of using the elbow 
method for each category can be seen in Figure 8. 
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(a) (b) 

  
(c) (d) 

 
Figure 8. Elbow Method Result For Each Category With Vanila RFM Approach 

The selection of the desired number of clusters using the elbow method involves identifying a point on a 
given value of "k" or centroid, where the point appears to form an "elbow" shape. As shown in Figure 8a, the 
elbow point is at the value of three, indicating that the number of clusters for segmenting the "Make Up" 
category is three. Similarly, in Figure 8b, the elbow point is at the value of four, meaning that the number of 
clusters for segmenting the "Face Care" category is four. The same principle applies to the segmentation of the 
"Others" category, as seen in Figure 8c, where the number of clusters used is four. For the general category in 
Figure 8d, the elbow point is at the value of four, indicating that the number of clusters to be used will also be 
four. 

3.2 Consumer Segmentation RFM+Lifetime Approach 

Similar to the consumer segmentation using the vanilla RFM approach, the consumer segmentation using the 
RFM+Lifetime approach also requires initializing the appropriate number of clusters using the k-means 
algorithm by employing the elbow method. The results of using the elbow method for each category can be seen 
in Figure 9. 
 

  
(a) (b) 
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Figure 9. Elbow method result for each category with RFM+Lifetime Approach 

As shown in Figure 9a, the elbow point is at the value of five, indicating that the number of clusters for 
segmenting the "Make Up" category is five. Similarly, in Figure 9b, the elbow point is at the value of four, 
meaning that the number of clusters for segmenting the "Face Care" category is four. The same principle applies 
to the segmentation of the "Others" category, as seen in Figure 9c, where the number of clusters used is four. 
For the general category in Figure 9d, the elbow point is at the value of four, indicating that the number of 
clusters to be used will also be four. 

3.3 Consumer Segmentation RFM/Lifetime Approach 

Just like the two previous approaches, performing segmentation using the K-Means algorithm requires 
initializing the appropriate number of clusters using the elbow method for each category. The results of using 
the elbow method for each category can be seen in Figure 10. 
 

  
(a) (b) 

 
 

(c) (d) 

Figure 10. Elbow method result for each category with RFM/Lifetime Approach 
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3.4 Visualization of Segmentation Results 

After performing clustering in the previous stage, the next step is to examine the results of the created 
clusters by visualizing them. The visualizations for each approach are as follows. 
A. Visualization of the Vanilla RFM Approach 

After observing the visualization for the vanilla RFM approach, it is evident that the frequency value does 
not play a significant role in labeling the formed segments. This is due to all the visualized data having a 
frequency value of one. Therefore, the vanilla RFM approach in this case is considered less effective as it relies 
solely on the monetary and recency values. Additionally, an additional visualization using a Sankey diagram to 
observe the distribution of cluster labels across all categories can be seen in Figure 11. 
 

  
(a) (b) 

Figure 11. Sankey Diagram Vanilla RFM 1 and RFM 2 

From Figure 11a, it can be observed that consumers who are loyal to the "Make Up" category are mostly 
also loyal to the general category. Similarly, consumers who are loyal to the "Face Care" category are also 
mostly loyal to the general category. Additionally, from Figure 11b, it is evident that consumers who are loyal to 
the "Make Up" category mostly do not purchase products from the "Face Care" category. On the other hand, 
consumers who are loyal to the "Face Care" category mostly do not purchase products from the "Make Up" 
category. These insights represent a small portion of the information that can be derived from both of these 
figures. 
B. Visualization of the RFM+Lifetime Approach 

The RFM+Lifetime approach proves to be the most effective due to the necessity of additional features such 
as the lifetime feature, which adds value in labeling the segments since the frequency feature cannot be 
considered. The utilization of the Sankey diagram, as in the previous approach, can be observed in Figure 12. 
 

  
(a) (b) 

Figure 12. Sankey Diagram RFM+Lifetime1 and RFM+Lifetime2 

From Figure 12a, it can be observed that consumers who are loyal to the "Make Up" category are mostly 
also loyal to the general category. Similarly, consumers who are loyal to the "Face Care" category are almost all 
loyal to the general category as well. Additionally, from Figure 12b, it is evident that consumers who are loyal 
to the "Make Up" category mostly do not purchase products from the "Face Care" category. On the other hand, 
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consumers who are loyal to the "Face Care" category mostly do not purchase products from the "Make Up" 
category. This information is similar to the findings of the previous approach. 
C. Visualization of the RFM/Lifetime Approach 

The RFM/Lifetime approach proves to be less appropriate when applied to this consumer segmentation case. 
This is due to the bias that occurs in the data for the monetary and frequency features after being divided by the 
lifetime feature. Similar to the previous approaches, additional visualization using a Sankey diagram can be seen 
in Figure 13. 

 

  
(a) (b) 

Figure 13. Sankey Diagram RFM/Lifetime1 and RFM/Lifetime2 

From Figure 13a, it can be observed that consumers who are loyal to the "Make Up" category are mostly 
loyal and potential in the general category as well. Similarly, consumers who are loyal to the "Face Care" 
category are almost all loyal in the general category. Additionally, from Figure 13b, it is evident that consumers 
who are loyal to the "Make Up" category mostly do not purchase products from the "Face Care" category. On 
the other hand, consumers who are loyal to the "Face Care" category mostly do not purchase products from the 
"Make Up" category. This is consistent with the findings of the previous approaches. 

3.5 Handling Outlier Data 

Continuing from the data cleaning at the beginning, the discarded outlier data was collected into a new 
dataframe for each category in each approach. This outlier data was manually assigned to the existing segments, 
taking into account the characteristics of the segments that had already been formed. 

3.6 Actions that can be taken 

After determining the labels of all clusters from the three approaches, the majority of cluster labels include 
new customers, almost lost customers, lost customers, loyal customers, promising customers, and hibernate 
customers. In line with the goal of customer segmentation, which is to implement targeted marketing for each 
segment, there are actions that can be taken for segments with these cluster labels, including: 

a. New Customer: Start building relationships, provide early success, and offer on-boarding support. 
b. Almost Lost Customer: Provide recommendations for their last purchased items and offer limited time 

offers. 
c. Lost Customer: Regain their interest through targeted campaigns or simply ignore. 
d. Loyal Customer: Engage customers by seeking product reviews and upselling opportunities. 
e. Promising Customer: Offer free trials and increase brand awareness. 
f. Hibernate Customer: Present relevant brands to previous purchases and offer special discounts. 

4. Conclusion 

Based on the consumer segmentation conducted for Emina product consumers from PT Paragon Technology 
and Innovation, the following conclusions can be drawn: 

a. Consumer segmentation using each approach is not sufficient and cannot be combined into one. There is 
a need to separate the categories of products, especially for Make Up, Face Care, and Others. 

b. Each approach has its own consumer segmentation with the aforementioned product categories. 
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c. The RFM+Lifetime approach proves to be the most suitable for this consumer segmentation, as the 
vanilla RFM and RFM/Lifetime approaches were less relevant when applied to the consumer data. 

d. The consumer segmentation using the RFM+Lifetime approach is divided into four categories: Make Up, 
Face Care, Others, and General, where Make Up is further divided into five segments, while the other 
categories are divided into four segments each. 
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